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Executive Summary 

This deliverable details the 5G-CARMEN’s advanced prototype for secure, cross-border, and multi-domain 
service orchestration, thereby presenting the defined mechanisms for resource management, multi-domain 

hierarchical service orchestration, lifecycle management, as well as security/privacy/data-protection 

mechanisms, as components of the Orchestrated 5G edges platform.  
In this document, we first present the enablers of the Orchestrated edges platform, focusing on its functional 

architecture, its main components and reference points between them, security aspects, as well as Key 

Performance Indicators (KPIs) that are defined in the scope of WP4 to evaluate the platform performance. Focus 
of the 5G-CARMEN project is on novel enablers for edge-to-edge orchestration in the view of distributed 

Cooperative, Connected, and Automated Mobility (CCAM) service deployment, service continuity, and cross-

border aspects. Therefore, the Orchestrated 5G edges platform extends MNOs’ centralized service orchestration 

system that is performing top-level orchestration, with an additional orchestration layer, i.e., edge-level 
orchestration components, which are in charge of managing and orchestrating services that are deployed in 

particular local/edge domains within different countries.  

Furthermore, this document provides insights into the software design of the advanced prototype for 
Orchestrated 5G edges platform, thereby presenting the software components that were designed and developed 

by different partners within WP4, including the rationale behind the design choices, as well as the publicly 

available repositories with OpenAPI definitions of all components and their respective reference points. After 

the presentation of software pieces that build Orchestrated edges platform, we focus on the methodology for 
validation and integration. First, we present the overview of testing plans for all KPIs that are introduced in this 

document, with respect to their measurability and priority for testing. Second, we discuss the integration phases 

for all platform components, which have been agreed and followed within WP4. For instance, in integration 
phase 1, the distributed lab environment where all partners run their respective platform components is presented 

as a first step towards integrating all components and running them on top of the MNOs’ infrastructure in all 

three countries (phase 2). Finally, we conclude the deliverable by presenting the updates on the functional and 
security requirements defined in D4.1, and by providing the summary of plans for platform validation and 

testing that will be reported in D4.3.  
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We identified a second classification criterion based on the administrative environment where the NS is running, 

specifically if its components are instantiated inside a single or many MECs and if these MECs are under the 

control of the same or different orchestrators. 

In the orchestration hierarchy of the Orchestrated edges platform, an NFV-LO is allowed to manage one or more 

MEC sites within the local domain of an NFV-LO. This potentially would enable to instantiate different 

components of the NS in different MECs: for the sake of simplicity and to exclude VNF performance 

degradation due to slower inter-MEC communications compared to the intra-MEC ones, we chose to exclude 
such an option. So, a VNF, with all its constituent VNFCs, is fully instantiated inside one MEC. For the same 

reason, we opted to have an instance of an Atomic NS deployed entirely on a single MEC: Thus, the local 

orchestration layer can decide in which MEC host the Atomic NS instance is to be deployed. Once the choice 
is made, all the components of that Atomic NS instance (i.e., VNFCs) will be deployed in that same MEC host. 

This does not prevent having different instances of the same NS running in different MEC hosts. Similarly, it is 

still possible to have a Composite NS running inside a local domain and made by Nested NSs instantiated in 
different MEC hosts. 

 

Figure 2 NS classification 

In conclusion, an Atomic NS is entirely confined into a specific MEC host in a Local Domain (i.e., edge 

domain). Instead, by definition a Composite NS may span across two or more MEC hosts, within the same or 

different domains. An Atomic NS, or a Composite NS spanning inside one local domain (i.e., NS is instantiated 

at different MECs in the same Local Domain), from the perspective of the orchestrated 5G edges are both 
classified as a Single-domain NS. Instead, if the Composite NS spans over several local domains, it is classified 

as a Multi-domain NS. Multi-domain NSs are also characterized according to the number of SO domains 

involved in the composition: if the NFV-SO is the same for all the involved local domains, the NS is said Intra-
domain, otherwise the NS is said Inter-domain. 

A third NS classification criterion is identified by the instantiation strategy that the NS follows. To provide a 

full description of each new instance of a given NS, the platform shall keep track of several parameters, 
identifying the NS itself, its components, behavior and permissions. To ease the retrieval of these parameters, 

the Orchestrated 5G edges platform stores them locally in dedicated data structures (see Instance and MLA 

descriptors in Section 2.4.2.4, and Section 2.4.2.2, respectively). These data structures include the NS descriptor 

of the chosen NS and integrate it with additional information supporting the Orchestration layer in the NS 
lifecycle management (resource usage, allowed operations and delegations – see Section 2.4.2.3). They are used 

during the creation of a new NS at domain level, which is a two steps process: the first step (the “definition”) 

generates and mostly fills the parameter data structures with the desired values, the second step (the 





Deliverable D4.2 Advanced prototype for secure, cross-border, and multi-domain service orchestration                                                                                                                               

 

 

5G CARMEN (H2020-ICT-18-2018)     Page 22 / 156 

 

 

 

2.4 Intra-Domain NS A (composite) Network Service deployed across several Local Domains (i.e., under 

multiple NFV-LOs) within a single operator domain (i.e., only one NFV-SO) 

2.5 Inter-Domain NS A (composite) Network Service spanning over several Local Domains (i.e., many 
NFV-LOs) inside two or more Domains (i.e., many NFV-SOs) 

Instantiation Strategy of 

Atomic NS 

3.1 Prompt NS A Network Service instantiated immediately after being defined 

3.2 Preset NS A Network Service whose instantiation is postponed since its definition time, 

triggered by the platform. NB: a Preset NS can be instantiated instantly as a Prompt 

NS, if needed. 

Instantiation Strategy of 

Composite NS 

4.1 Batch NS A composite Network Service which instantiates all its Nested NS components at the 

same time.  

4.2 Progressive NS A Network Service which may instantiate its components in different time instants, 

depending on the need  

 

 

2.4.2 Management Level Agreement (MLA) and NS instance descriptors  

2.4.2.1 Delegation 

The NFV-SO shall have full administrative control over the operational activities of all NFV-LO instances 

within its domain. Thus, the NFV-LOs have to seek permissions/authorization to be granted by the NFV-SO for 

any action or operation it needs to perform on the NS instance(s). It should be noted that the NFV-LO may take 

management decisions on the managed objects within its own domain, or it may receive management requests 
from peering NFV-LOs over the Lo-Lo reference point in case of multi-domain NS instances. Such a 

dependence on the NFV-SO for seeking operational grants for all the LCM operation actions can lead towards 

an increased delay in the timely execution of LCM operations on NS. This can be critical in the context of low-
latency services such as the Centralized Cooperative Lane Change (CLC).  

Thus, the issues in such an environment are the decision on the distribution of the various MANO operations 

between NFV-SO and NFV-LO, and also between peering NFV-LOs. The delegation of management autonomy 
becomes all the more challenging, and necessary, when the NFV-SO and NFV-LO may belong to different 

administrative domains. For cross-domain operations, the scope of management autonomy is also negotiated 

between the NFV-SOs of respective domains as will be explained subsequently. 

To support this scenario, the delegation has been introduced, i.e., a mechanism where the NFV-SO allows an 
underlying NFV-LO to decide its own regarding the execution of a requested operation. Delegation may apply 
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it is a setting associated to the remote local domain: hence, it will be managed by a dedicated MLA defined at 

remote NFV-LO side. 

The MLA is structured as described in the following tables. A JSON schema of the MLA descriptor is provided 
in Section 6 (Annex B). 

Table 2: MLA structure 

Keys Type Description 

identifiers dict 

{Identifiers 

Section} 

optional 

Parameters identifying the MLA and the reference NS, NFV-LO, and NFV-SO 

of it. 

This section is required only if the MLA is managed as a standalone document, 

otherwise if embedded in another data structure (see Section 2.4.2.4) the 

information listed in it can be retrieved from the equivalent section of the 

embedding data structure 

delegated_ops list 

[Delegated 

Op] 

mandatory 

List of all delegated local operations 

friend_los list 

[Friend LO] 

mandatory 

List of all Friend LOs associated with NS to reference NFV-LO 

 

Table 3: MLA structure: Identifiers section 

Keys Type Description 

id string 

mandatory 

Unique identifier for the MLA 

so_id string 

mandatory 

ID of the reference NFV-SO 

lo_id string 

mandatory 

ID of the reference NFV-LO 

aam_id string 

mandatory 

ID of the Abstraction Layer instance running in the same Local Domain of the 

reference NFV-LO 

ns_id string 

mandatory 

ID of the reference NS 
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instance_desc_ref string 

mandatory 

ID of the Instance Descriptor associated to the MLA 

 

Table 4: MLA structure: Delegated Op 

Keys Type Description 

op_id string 

mandatory 

Unique identifier of the operation. 

It is an enumerated data type enabling the internal identification of the operation among 

those exposed by the reference NFV-LO  

op_endpoit string 

optional 

Endpoint associated to the operation, if any. 

 

Table 5: MLA structure: Friend LO 

Keys Type Description 

remote_so_id string 

mandatory 

ID of the NFV-SO managing the peer (remote) NFV-LO 

remote_lo_id string 

mandatory 

ID of the peer NFV-LO 

remote_fifs list 

[Remote 

FIF] 

mandatory 

List of all the remote Friend Interfaces enabled at remote NFV-LO side, i.e., all the 

interfaces/operations exposed at remote NFV-LO side that can be consumed by 

reference NFV-LO 

local_fifs list 

[Local FIF] 

mandatory 

List of all the local Friend Interfaces exposed at reference NFV-LO side that can be 

consumed by reference NFV-LO 

 

Table 6: MLA structure: Remote Friend Interfaces 

Keys Type Description 

if_op_id string 

mandatory 

Unique identifier of the operation. 
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It is an enumerated data type enabling the internal identification of the operation among 

those exposed by the remote NFV-LO  

if_endpoint string 

optional 

Endpoint associated to the interface, if any. 

 

Table 7: MLA structure: Local Friend Interfaces 

Keys Type Content 

if_op_id string 

mandatory 

Unique identifier of the operation defined for an interface 

It is an enumerated data type enabling the internal identification of the operation among 

those exposed by the reference NFV-LO  

if_endpoint string 

optional 

Endpoint associated to the interface, if any. 

delegated Boolean 

optional 

If True, any request performed in the context of reference NS by remote NFV-LO on 

this interface is DELEGATED. 

If not specified, its value is False (NOT DELEGATED) 

 

2.4.2.3 NS Notification Management (NS Notification Binding) 

A NS, during its operational lifetime, can encounter issues that may affect its QoS, such as resource starvation, 
unexpected errors, etc. The performance & operational issues encountered by NS instances can be more 

complicated to detect and resolve in case of multi-domain deployment of NS instances. It may not always be 

possible, nor feasible in case of multi-domain NS instances, for the performance and fault management of NS 
instances at the application level, and therefore is to be handled by the orchestration system, with a robust 

notification system for the purpose of performance & fault monitoring & management. For this purpose, an 

Advanced Message Queuing Protocol (AMQP) broker is implemented within the 5G edge network orchestration 

system. As described Section 2.5.2.1, an AMQP Broker is a broker instance running locally in the same 
environment of the NFV-LO, MEAO, and Abstraction Layer, providing a fast communication channel for 

notifications among the modules. To those NS components supporting the notification feature, during 

instantiation the Orchestrated 5G edges platform provides the parameters to allow it to access the AMQP Broker 
both as publishers on specific notification topics and subscribers of dedicated response topics: when the NS 

component identifies a critical situation, it publishes it as a notification message on the relevant notification 

topic. The format of the notification message is a JSON file specifying the generating NS Component ID, the 

type of notification and then a body containing the data associated with the notification. NFV-LO, MEAO and 
Abstraction Layer, are subscribed to the notification topic, but by default they do not perform any operation 

when a notification message is received. In order to trigger a reaction a binding between the notification message 

(type and source) and the managing orchestrating module (type: NFV-LO, MEAO, Abstraction Layer) should 
be defined. Such a binding associates the notification message of a given type generated by a given application 

to a handler function defined at the relevant managing orchestrating module. When a notification message 

matching a binding is received, the destination module retrieves the content of the body of the message and uses 
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it as input for the handler function. It is not mandatory for the handler to notify back the source NS component 

about the response of the operation performed on the original notification: it depends on the handler 

implementation. 

Different handler functions perform different operations: the only common point among all of them is that they 

accept one single JSON object as input parameter (i.e., the content of the body entry in the notification message). 

The structure of that JSON object may differ from handler to handler, according to the purpose of the handler 

itself. 

The approach followed in 5G-CARMEN is to decouple the issue notification from the issue handling, since a 

fixed communication channel between the orchestration layer and the deployed entities is not maintenance 

friendly (e.g., without notification binding, changing the handler of a notification implies a change in the code 
of the triggering app). With the binding solution, it is the operator, through the Instance Descriptor, who decides 

if and for which “emergencies” enabling the communication between the two layers, by simply defining it into 

the dedicated section of the Instance Descriptor. This solution introduces a higher level of flexibility in 
customizing the issue managing policies for each NS, by just modifying an entry in a descriptor without touching 

NS components/orchestration modules instances or images. In Section 4.1.3.1, we further reflect on how this 

dynamic notification feature is supported by applications that are designed and developed in 5G-CARMEN.  

 

2.4.2.4 Instance Descriptor 

For the lifecycle management of an NS, NFV-LO needs to access a wide set of parameters, each one of these 
parameters playing a role in different stages of the management process, from the creation to the deletion of the 

NS. For example, the orchestrating modules (NFV-SO and NFV-LO) should know which are the components 

of the NS, where from to retrieve their software packages, what is the resource footprint, how to configure them, 

what are the performance requirements, what are the fault management policies, etc. The configuration of the 
NS can be also altered during runtime, and this change may reflect in a change in the service provided. 

Moreover, minimal resource allocation plays a critical role in assembling and managing the NSs, since an 

inadequate distribution may lead to NS performance disruption. On the other side, restrictions to the maximum 
number of resources to be assigned to a given service may be introduced in order to avoid having few NSs 

draining most of the resources. From an administrative point of view, the NFV-LO shall also know if some of 

the operations that can be performed on that NS are delegated. Moreover, if the instantiated NS is part of larger 

instance spanning over other local domains, NFV-LO need also to know if Lo-Lo interface is enabled toward 
the remote peering NFV-LOs managing those domains and which operations (if any) are allowed over such an 

interface. In other word, NFV-LO needs to know its Friend LOs, and for each of them, the enabled Friend 

Interfaces (on both sides). 

In conclusion, the lifecycle management of an NS requires the full and updated knowledge of a collection of 

static and dynamic parameters. Most of them are known before the NS creation and can be directly used in a 

design phase well before the instantiation; while others (e.g., IP address/port assignment, identifier, user specific 
parameter, etc.) become actually available only after creation and/or still can be modified during runtime.  

Organizing such a plethora of values in a data structure that enables a fast reference to them, both for retrieving 

and storing current values, will simplify the management of the associated NS lifecycle activities from its 

instantiation to its deletion. NS Descriptor is wrapped into the Instance Descriptor (actually, it is referred among 
Instance Descriptor properties) and integrated with the additional information required to support the 

Orchestration layer in all the above said orchestration activities.   

In addition to this, such a data structure, even if missing the values for those parameters available only after the 
instantiation of the NS, may work as a kind of ”NS’s generic recipe” for that type of NS, a master copy that the 

NFV-SO can use as a reference to generate the dedicated NS recipe to provide down to the managed  NFV-LO 

in charge of that NS instantiation and management.  
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components list 

[Component 
Descriptor] 

mandatory 

List of all reference NS components 

mla dict 

[MLA] 

optional 

NS’s MLA, as described in Section 2.4.2.2. 

It is mandatory if no MLA descriptor is provided separately.  

bindings list 

[Notification 

Binding] 

mandatory 

List of all NS Notification Bindings 

 

Table 9: Instance Descriptor structure: Identifiers section 

Keys Type Description 

id string 

mandatory 

Unique identifier for the Instance Descriptor 

so_id string 

mandatory 

ID of the reference NFV-SO 

lo_id string 

mandatory 

ID of the reference NFV-LO 

aam_id string 

mandatory 

ID of the Abstraction Layer instance running in the same Local Domain of the 

reference NFV-LO (see Figure 1) 

composite_ns_id string 

mandatory 

ID of the Composite NS of which reference NS could be part. 

If reference NS is not part of a Composite NS, the value is null 

ns_id string 

mandatory 

ID of the reference NS 

ns_type string 

mandatory 

The NS type: an enumerated data type identifying the class of NS (used by NFV-

SO to identify the “recipe” descriptor) 

instance_desc_ref string ID of the Instance Descriptor associated to the MLA 
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mandatory 

slice_id string 

mandatory 

ID of the slice (i.e., namespaces) associated with the reference NS 

 

Table 10: Instance Descriptor structure: Resource Descriptor 

Keys Type Description 

type string 

mandatory 

Type of resource: an enumerated data type identifying the type of resource (e.g., MEMORY, 

CPU …) 

min number 

mandatory 

Minimum value for allocated resources of this type for the overall reference NS 

max number 

mandatory 

Maximum value for allocated resources of this type for the whole reference NS 

current number 

mandatory 

Current value for allocated resources of this type for the whole reference NS 

 

Table 11: Instance Descriptor structure: Component Descriptor 

Keys Type Description 

vnf_name string 

mandatory 

The VNF deployment name (used by Kubernetes) in the Edge 
Controller and NFV-LO. At the NFV-SO level it is mapped to 

the NS name. 

helm_chart string 

mandatory 

The name of the helm chart file defined in the OSM VNF 

descriptor under the KDU field, composed of the {name of the 

repository}/{chart name}. This file is used by NFV-LO to 

instantiate the VNF 

vnfd_name string 

mandatory 

The name of the VNF defined in the OSM VNF descriptor used 

by the NFV-SO 

nsd_name string 

mandatory 

The name of the NS defined in the OSM NS descriptor used by 

the NFV-SO. The mapping between NS and VNF is kept by 

NFV-SO and Abstraction Layer (see Figure 1) 
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employed at the NFV-SO and the NFV-LO/MEAO. The north-bound interface of the Abstraction Layer over 

the Mv1’ reference point has been designed with reference to ETSI Open Source MANO (OSM) Northbound 

interface (NBI) that also complies with the ETSI GS NFV-SOL005 interface specification [9] to simplify the 
operations at NFV-SO level.  

Adopting a standard interface is a clear advantage for decoupling the development of NFV-SO from that of 

NFV-LOs, enabling to deploy different NFV-LOs in different MEC nodes. In order to do so, the AAM exposes 

as NBI an endpoint that is compliant with the newly defined Mv1’ reference point. On the other end, on the 
AAM SBI, it is compliant with the NBI exposed by the underlying NFV-LO, which can be OSM or lightMANO 

in 5G-CARMEN. Thus, the AAL is a functional entity accomplishing two tasks. First, it provides an adaptation 

between the REST call received on the Mv1’ interfaces and those available on the NBI on the underlying NFV-
LO, mapping different Application Programming Interface (API) URLs between the two interfaces and adapting 

the format of messages, when needed. For instance, in the case of OSM, some NFV-SO REST calls received 

on the Mv1’ reference point will be relayed almost directly to OSM, whereas for lightMANO there is the need 
of REST calls translation, with a mapping between different parameters. In addition, in some cases the AAM 

also hides from the NFV-SO the details of how specific operations are implemented, providing an abstract view 

of the NFV-LO operation, and implementing some functions when they are not provided at all by the underlying 

NFV-LO. For instance, both OSM and lightMANO do not support notifications, which is instead defined in 
ETSI GS NFV-SOL005 [9] standard and required in 5G-CARMEN for multi-domain operations. Thus, AAM 

is in charge to implement the notification by continuous polling the OSM NBI, or by interacting with a further 

element, the AMQP broker (see Section 3.3.2) when dealing with lightMANO. However, this is completely 
transparent to the NFV-SO.  Figure 3 illustrates this scenario in 5G-CARMEN.  

 

 

Figure 3 Orchestration hierarchy in 5G-CARMEN 

 

As introduced in Section 2.4.2, the Management Level Agreement (MLA) is a concept that enables granting 

operational autonomy from a top-level management entity to an edge-level one. In the framework of the 5G-
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between peer NFV-SOs for cross-border instantiation operation, while in Figure 10 Lo-Lo is involved between 

peer NFV-LOs for cross border instantiation operation. 

 

2.5.2 Edge-Level Orchestration  

The second tier of the Orchestrated 5G edges platform consists of the of NFV-LO and MEAO that together 
form the edge-level orchestrator. The scope of these two entities is a single edge domain, which consists of 

multiple designated MEC sites that will be further referred to and discussed as Kubernetes clusters in Section 

3.3. In particular, each edge domain contains a single pair of NFV-LO/MEAO, which are in N:1 relationship 
with the top-level orchestrator, i.e., NFV-SO.  Regarding the orchestration roles, NFV-LO and MEAO decouple 

the operation tasks, such that MEAO is responsible for the LCM of the deployed CCAM application services, 

whereas NFV-LO is in charge of the generic management of the VNFs hosted on the NFVI.  

 

2.5.2.1 NFV-Local Orchestrator (NFV-LO) 

The NFV Local Orchestrator is a platform module responsible for orchestrating NSs and their components 
inside a given local domain, i.e., edge domain, according to the need of the SO and to the resource availability 

at local domain side. 

As previously stated, the orchestration layer in an operator domain is hierarchically characterized by two tiers, 
with the top-level tier managed by a single instance of the NFV-SO. NFV-SO is watching over a set of resources 

that build up its domain. Such a domain is then divided into several local domains, i.e., disjoint subsets of the 

domain resources, with each of these subsets usually characterized by collecting resources physically or 

logically available in a given geographical area (e.g., one or more MECs). Each local domain is managed by a 
dedicated Local Orchestrator instance, which satisfies SO requests by instantiating and managing NS 

components by leveraging on the available resources. The union of NFV-LOs (with their local domains) forms 

the lower-tier orchestration layer.  

Each NFV-LO instance is supported in its activity by other modules: 

- MEAO: as described in Section 2.5.2.2, it is a component running on the Edge side to support the NFV-

LO in choosing the adequate MEC, among those available at local domain, where to deploy the 
applications associated with a given requested NS, and when to perform different LCM operations.  

- Adaptation Layer: it is a module that mediates the communication between the NFV-SO and the NFV-

LO, working as an adapter between the two orchestration layers.  

The need for an adaptation layer between NFV-SO and NFV-LO (i.e., an Mv1’ adaptation layer) may 
arise for several reasons, for example if the SO request protocol is not matching the communication 

API exposed by the NFV-LO, if the response provided by the NFV-LO is not compliant with the 

expected format for the SO, or if some additional contextual information is required to have the 
request/response correctly handled by the receiver module. The Mv1’ adaptation layer is placed 

between the NFV-SO - NFV-LO communication to provide the required translation/enrichment of the 

exchanged information. The Mv1’ adaptation layer is a key component to ease the potential integration 

of different NFV-LO implementation in the system, preventing the need of major modification at SO 
and/or LO side.  

In our case, being NFV-SO based on the OSM architecture and NFV-LO ETSI-based, the Mv1’ grants 

the consistency of the information shared between the two components and integrates their 
communication to minimize any transitory misalignment between the two orchestration layers. It runs 

as a single instance component at Edge side, together with the associated NFV-LO. 
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- Edge Controller (ECON): it is the component directly managing the actual instantiation, management, 

and deletion of NS components in each MEC. Each ECON works as an adapter between NFV-LO and 

MEC local deployment environment: it is a middle layer which translates the requests coming from the 
former into the proper instructions for the latter. ECON also notifies back to the NFV-LO when the 

requested operation has been successfully executed.   

Differently from MEAO and Mv1’, ECON runs at controlled MEC’s side, thus the each NFV-LO is 

supposed to be interfaced with a number of ECs equal to the number of managed MECs. 

- Local AMQP Broker (LAB): an instance of an AMQP Broker supporting fast notification/ warning 

communication among modules via a pub/sub approach. Topics dedicated to notifications are defined 

in LAB, with the NFV-LO (together with the other components) subscribed to them as an AMQP client, 
to be promptly informed about anomalies in the system. These notifications may also trigger reactions, 

if they are implemented at NFV-LO’s side and bound to the notification type. 

Through the interaction with NFV-SO and other domain related modules, NFV-LO can receive the incoming 
requests, identify the solutions that best fit to them according to the current status/resource availability, and 

perform the required operations to have such solutions implemented. 

The communication between NFV-LO and its paired modules occurs through REST/ad-hoc interfaces exposed 

by all involved components. By default, an NFV-LO is kept unaware of other instances of NFV-LO running in 
the same domain or outside of it: the coordination between components of the same NS running within different 

local domains is mainly granted by the NFV-SOs network, which is kept updated by underlying NFV-LOs and 

receives also requests and warning notifications from them. This opacity has been envisaged for safety reasons, 
to keep the internal organization of each domain not coupled with each other. But this choice comes at the cost 

of latency: the mediation performed by the NFV-SO layer impacts the overall performance in terms of additional 

delay (the message shall go through the SOs before being delivered to the destination NFV-LO). Since 

Orchestrated 5G edges platform in 5G-CARMEN operates in a delay critical context, low latency is a key feature 
and thus a solution granting a direct communication between two NFV-LOs for specific, well-known, and safe 

operations is needed. For this reason, each NFV-LO implements an additional reference point that allows it to 

interact with other NFV-LO instances running inside or outside the SO domain. This reference point, known as 
Lo-Lo, enables a shortcut granting a direct exchange of interfaces between two NFV-LOs, de facto bypassing 

the default communication path which would otherwise involve their respective managing NFV-SOs. 

Practically speaking, the Lo-Lo interface is envisaged to support a faster execution of operations related to 
services that span over more than one local domain by direct consumption of the interfaces exposed by the 

NFV-LOs peering over the Lo-Lo reference point. This Lo-Lo reference point is established between a couple 

of NFV-LO instances, and it is not active by default, but it shall be enabled by the two interacting NFV-LOs, 

with the permission of their managing SO (which could be the same entity if the two NFV-LOs operate in the 
same domain.). A Lo-Lo reference point represents a 1-1 relationship 1 relationship between two peering NFV-

LO instances. Thus, each NFV-LO may have more than one Lo-Lo reference point active, with each of them 

identified by the bridged remote NFV-LO (i.e., as for other NFV-LO’s operations, they can be delegated to 
further speed up their execution). When two NFV-LOs instances A and B enable a Lo-Lo reference point 

between themselves, A refers to B as a “Friend LO”, and vice versa. Over that reference point, both connected 

components may require and/or provide services, but still strictly under the consent of the managing SO: 
requests and responses shall be authorized by respective SO. The list of authorized operations is provided within 

the Management Level Agreements (MLA) construct, defined in Section 2.4.2.2, a descriptor associated to all 

the components of an NS running in a given local domain (thus MLA is NFV-LO and NS specific): an operation, 

in order to be executed via Lo-Lo interface should be specified in that descriptor. Lo-Lo could work in both 
directions, thus the MLA should specify if an operation is allowed to be requested by the local NFV-LO or by 

the remote NFV-LO (or both). Each allowed operation is referred to as “Friend Operation” (or “Friend 

Interface”, since it is called on a dedicated interface). Section dedicated to MLA descriptor (Section 2.4.2.2) 
provides more details regarding how these settings are encoded and provided to each NFV-LO. To further 

reduce the execution time of a request, a Friend Interface can be delegated, which means that it can be consumed 
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without asking the permission of the SO associated with the NFV-LO processing the request. The delegation 

mechanism is explained in detail in Section 2.4.2.1.  

Finally, each NFV-LO can be also associated with a geographical coverage. Indeed, each MEC can be associated 
with a geographical coverage, i.e., a topological area, which identifies a region that is supposed to be served by 

services running at that MEC. The criteria that rule this assignment could be different: for example, the better 

QoS offered by that MEC compared with the one offered by other MECs. The union of the coverage areas of 

each MEC associated with a given NFV-LO identifies the coverage area of the NFV-LO itself. It is worth to 
underline that an entity operating outside the coverage area of a MEC does not mean that it is not reachable 

from components or services instantiated at that MEC: it simply implies that there is another MEC that could 

achieve and provide better performance in providing the same services at that entity position. 

 

2.5.2.2 MEC Application Orchestrator (MEAO) 

Concerning the MEAO as a single component, it incorporates mechanisms to perform decision making 
procedures for various orchestration operations in the Orchestrated edge platform. In particular, MEAO is in 

charge of: 

i. performing edge slice selection during the application instantiation process, thereby embodying the 
role of a MEC slice admission controller,  

ii. triggering scaling operations for already deployed application instances running on top of the NFVI in 

the corresponding edge domain,  

iii. triggering application state migration to ensure service continuity, and  

iv. triggering application termination for already deployed application instances that are inactive or muted 

for a long period of time (e.g., there is no TCP/UDP traffic forwarded to/from application instances 

from/to clients, i.e., vehicles or message brokers). The software implementation and more details on 
specific design choices that are made are presented further in Section 3.3.1. 

In Figure 4, the scope of an edge domain is illustratively presented, where multiple MEC hosts can be available 

for hosting CCAM application services, and MEAO is in charge of selecting the optimal placement for new 
application instance or, in case of a running application instance, MEAO is in charge of making decision whether 

application needs to be scaled, terminated, or its state needs to be transferred from one edge, i.e., MEC host, to 

another (left side of the Figure 4).  
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Figure 4 The scope of an edge domain and the role of MEAO 

If we take a closer look to the instantiation procedure of a CCAM application service, MEAO performs the edge 

slice selection for application placement to enable optimized deployment of application services at the 5G edge 

infrastructure considering multiple criteria, such as: 

i. available NFVI resources in all MEC hosts that build a single edge domain,  

ii. geographical locations of MEC hosts in reference to the vehicles, and  

iii. latency. 

To collect the information about the availability of CPU, memory, and storage resources per each MEC host, 
MEAO subscribes to the message broker, which is deployed per each edge domain to facilitate the 

communication between different platform entities and CCAM service applications that are deployed in this 

specific domain.  

Furthermore, by collecting periodic statistics about resource consumption, MEAO is able to feed its internal AI-

backed algorithm for predicting resource consumption per MEC host, which is based on the Long Short-Term 

Memory (LSTM) and produces predicted values that are further used by MEAO to make a final decision on 

slice selection and application placement. Concerning the decision-making process, MEAO is performing the 
multi-criteria decision-making algorithm that considers 

i. the predicted values of CPU, memory, and storage resources,  

ii. the geographical locations of MEC hosts and their distance from vehicles that will consume the CCAM 
service, and  

iii. latency on the communication links between MEC host and vehicles.  

Thus, the selection process includes the aforementioned attributes from all MEC hosts that are in one edge 
domain, i.e., in MEAO’s scope, as illustrated in the right-hand side of the Figure 4. The algorithm for selecting 

the MEC host for application placement is the Technique for Order Preference by Similarity to Ideal Solution 

(TOPSIS) [10], one of the widely adopted multi-criteria decision making (MCDM) concepts, which is based 

on the principle of choosing the alternative that should have the shortest geometric distance from the ideal 
solution and the longest Euclidean distance from the worst solution. More information about the algorithm is 

provided in Section 6 (Annex C). 

 
















































































































































































































































